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Restoring Paragon Protect & Restore
Infrastructure After a Disaster

Best Practices

Overview

Paragon Software’s Protect & Restore (PPR) offers a unified system and data protection solution for
virtual and physical machines. PPR delivers comprehensive agentless protection for virtual
environments hosted by VMware vSphere or standalone ESX servers’, and agent-based protection for
physical and virtual Windows systems on any hypervisor. As its backbone, Paragon leverages a patent-
pending distributed architecture allowing for efficient centralized and remote management of hundreds
or even thousands of machines on the network.

In this document we will explain you how to correctly protect the PPR infrastructure deployed in a
physical Windows domain environment (primary members of the infrastructure reside on physical
machines) to get it back on track in case of a disaster.

Protecting PPR Infrastructure

The distributed nature of PPR allows various members of its infrastructure to spread over several
machines on the net. Obviously any of these machines may fail at any time, but it’s not a problem till the
moment a machine that hosts Administration Server fails. This will certainly lead to complete
inoperability of the entire infrastructure. But don’t worry, for PPR can well be used to protect itself.

PPR can back up any member of its infrastructure. To allow it, the target physical machine should have
the ‘Volume backup application plug-in’, which can be added through the Edit roles wizard.

G Edit roles wizard

Select roles you'd like to instal
Please select what reles are to install. The operations you can carry out on remote machine
depend on reles you choose here.

You can always add or remove roles later.

[] Wake-on-LAN assistant to wake up computers before the policy task submitting

[¥] System tray application
Volume backup application plug-in (VIM engine)

[T] Application plug-in for backup and restore microsoft exchange server 2007
[T] Application plug-in for backup and restore microsoft exchange server 2010

oy o)

Well, we already know that Administration Server needs protection in the first place. What else? To
answer this question, let’s consider three possible emergency situations:

! Agentless Hyper-V support is scheduled for December 2013.
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Administration Server fails, while a Backup Server that administers the storage containing its
backup images is healthy. This actually means the PPR infrastructure is completely down thus no
actions can be done through one of its management consoles. The only option is to use the Bare
Metal Restore Wizard from the WinPE recovery environment, which should be prepared
beforehand on CD/DVD or flash. In this scenario the PPR administrator directly connects to the
required Backup Server, selects the most recent backup image of Administration Server and
initiates the restore. If restoring to dissimilar hardware, the administrator should additionally
complete the P2P Adjust OS Wizard. This will make Windows OS bootable on the new hardware.
Once Administration Server is online, it will initiate replication of all infrastructure databases to
obtain the most up-to-date data. This is it — recovery of the PPR infrastructure has been
completed. To get more information on the subject, please consult the product user manual.

Connection parameters

At first you should connect to the infrastructure. To do that, please type in @ DNS name of IP address of
Administration Server or one of the registered Backup Servers, the required port (60543 is used by default
60543), and access credentials if necessary.

Address: |argut

Porl:l

™ Advanced storage browsing (glick to know more)

Restoring archive of 'SEMA'

Backup objects: Restore point:
Name | Restore Point [No label] {C:} 19.5 GB
- [w Disk O
- [¥ [Nolabel] (C) 19.9GB £/13/2013 5:08:37 AM 6/13/2013 5:48:50 AM

6/13/2013 5:33:35 AM

o 6/13/20135:08:37 AM

/1372013 4:47:51 AM

6/13/2013 4:38:20 AM

< 2|

v Use one time stamp when restoring several backup objects to keep data consistency

Administration Server is healthy, while one of the Backup Servers fails, provided storages it takes
care of are ok. There are two options: either restore the failed Backup Server from a backup
image (recommended), or import its storages to another Backup Server. Both recovery scenarios
can be initiated through one of the management consoles:

a. The first one involves restore by Recovery ID (a corresponding restore policy is pre-
configured in the console, but initiated from the WinPE recovery media on-site by providing
its ID).
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Policies = 3
. Recovery policy for "SEMA" with helpdesk ID: 20130613
E% Backup policies for physical machines
Delete
= Replication policies for virtual machine

{~) Hide policy properties

B Backup policies for virtual machines
Chinputer to restore: SEMA

Restore point of: 6/13/2013 6:46:27 AM
Created by policy:  Physical Machine Backup Policy for SEMA

_ﬂ Restore policies

Helpdesk ID: 20130613 Copy to clipboard

X XA\windows\system32\cmd.exe - startnet.cmd E@
prosvinrootsprogranirestorepc .exe
DEMUInFoot S programse repclib.dll
prosvinrootsprogramse repctest.exe
protuvinrootisprogramszchi 11
oot Nprogram's
00T\ PO gramsLL
prosuinrootsprogramsu
bz S prmiwinroot\programiw im ]
x:\prm\g%ns programwwnaspild

fpply settings for network adapters

Registering Remote Management Components...

Installing Remote Management Sewrvice...

register service in the seruvice control manager datahase
lservice is registered successfully

Conf iguring Remote Management Service...

perform self—configuration and rewrite configuration file
lceruice configuration iz performe ccessfu

Starting Remote MHanagement Service.

The Paragon Remote Manager service tarting..

The Paragon Remote Manager service was started successfully.

Starting Recovery Assistant

Remote Management Recovery Assistant, <c> Paragon Software, 2813
Parzing config—file *¥:\PRM: areMetalRecoverylnteractive .config’ ...
Please specify help desk identifer of recovery policy:

20138613

b. The second one involves import of the target storages as network storages to another
Backup Server (all actions are done in the console). Please note that this scenario also
implies that the PPR administrator should properly modify all backup policies that use the
target storages as backup destination. We do not recommend this option as it may involve
too many actions from the user’s side.

Import a storage

Commen properties I Archiving Free space notification | Advanced settings

Backup Server. KARAGEM

Storage role: | Primary storage i |
Storage location: |_Loca|disk on Backup Server '|
Falder: Mz |;g(
Mame Mew imported local storage

Retention policy: Keep backups for at least 2 weeks

Operation will be carried out at 5:44:31 AM every day, )

Retention schedule: ctarting 5/20/2013

Cancel |

Both Administration Server and Backup Server are down. The only option is to use PPR Express,
which is aimed exclusively at agent-based protection of a single physical system. Based on the
same architecture as PPR, it employs the same technologies and expertise. Thus being fully
compatible with the PPR infrastructure, it can help to recover it after a disaster. In this very
scenario, PPR Express can help through the Import Storage feature, also available on its WinPE-
based part. First, the PPR administrator imports the storage that contains backup images of
Administration Server as network storage (in PPR Express Administration Server and Backup
Server are automatically deployed during the startup), selects the most recent backup image of
Administration Server and initiates the restore, additionally completing the P2P Adjust OS
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Wizard if necessary, this way getting the infrastructure back on track. Then the administrator
can either use PPR Express or PPR to restore Backup Server. To get more information on the
subject, please consult the product user manual.

o Recovery Launcher

Recovery launcher will do some steps to prepare restore operation.
Please press "Start’ button when you will ready ...

v Import Storage @

[ Ste]  Path to source storage:

Cre| | \\paragon-software.com'testDFS Browse...
Storagetype: () Disk (@ Network

Storage name:

New Backup Storage

| [¥] Needto specify credentials for access to source storage path

Domain name: |p...
Afte
User name: Alexander

Password: ;000000000;[

[ Check storage integrity after import

. - -

Taking the above information into account let’s highlight the following key facts:

1.

Administration Server should be regularly backed up by all means.
The PPR administrator should have a WinPE recovery media (CD/DVD or flash) at the disposal.

Backup Server that administers the storage containing backup images of Administration Server
is highly recommended to back up to one of the storages of another Backup Server. Otherwise,
the PPR administrator may face a situation when the only way to recover the PPR infrastructure
is to use PPR Express.

Backup Servers (not storages they administer) are recommended to back up to storages of other
Backup Servers to avoid rather time-consuming operations involving import of storages and re-
configuration of backup policies.

Additionally we recommend PPR administrators to update backup images of Administration
Server and Backup Servers once upgrade of the PPR infrastructure has been accomplished.
Otherwise, the upgrade procedure should be re-initiated after restore to yield correct operation
of all members of the infrastructure.

Conclusion
Paragon Protect & Restore can well be used to protect any of its members, including Administration

Server, which operation is crucial for the entire infrastructure. By following the given above

recommendations, the PPR infrastructure can be successfully recovered after a disaster to continue

doing what is designed to do — protecting ESX guest machines and physical Windows-based systems.

For additional information, please contact us at: www.paragon-software.com, www.protect-restore.com or +1 (888) 347-5462.



